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ABSTRACT

Commercially viable photography began in the [a820s, but the effective on-set of color photogragthyted as late as
1970s. During this period of over a century, photgdns captured were mostly black and white. Coldiin plays a vital

role in representing the true virtue of real-wondanifestations. The human eye perceives color diteh semembers
information about an object based on its colorati@olorization problem is difficult to solve withtomanual adjustment.
The proposed systems develop colored versionagfgpale images that closely resemble the realdwetsions. The use
of Artificial Neural Networks in the form of Conutibnal Neural Networks (CNN) and Generative Adased Networks

(GAN) to learn about features and characteristiosotigh training allows for assigning plausible colchemes without

human intervention.
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INTRODUCTION

Colorization is tricky. Black and white images cha represented in grids of pixels. Each pixel hagake that
corresponds to its brightness. The values span @e®%5, from black to white. One way to transfolrase images or to
restore the old classics is to manually selectlaucdor every pixel partition, but its taxing atiche consuming, and the
amount of data is just overwhelming. The compelliegd of the newer generations to view images fimtorical events,
in colour, is undeniably growing, and to deliveglily accurate and extensive results is callingastdr and better

autonomous colorization techniques.
Importance of Colorization Techniques

Growing influence of social media and increasinfgrences to past events has generated a need ® mstkrically
curated images widely available. Younger generatierds to be reminded of great things accomplighedheir
ancestors.

People immortal through thought will only live ahthey are known in the farthest outreaches ofdbmunity,
otherwise they seem to wither away like memorieslyEechnologies could not capture color but tladiility to capture
emotion was just as fervent. To express thesemsents in a better light and to keep the interesststagh, colorization is

becoming incumbent.

www.iaset.us editor @ aset.us



2 Apurva Pavaskar, Saurabh Dawkhar, Diksha Kamble, Praneet Mugdiya & S. F. Sayyad

To preserve history and heritage and to make nessodieries in the lesser known domains of medical space
research, many individuals are using applicatioke Photoshop to manually add color to gray scalages. The
volume of such data is enormous and it is a tedjobsto colorize images manually. Automated systéhat can
learn from the robust available data can save aofoeffort and can process extensive volumes withouman

intervention.
ASSOCIATED TECHNIQUES
Artificial Intelligence and Deep Learning

Artificial Intelligence is a branch of Computer 8ate that focuses on design and implementatiotgofithms that mimic
human thinking. It strives to minimize human inmtion in machine operations and make the systatalligent enough
to solve problems based on prior learning. Deepirg is a subset of Atrtificial Intelligence whidghvolves creation of
Neural Networks with multiple hidden layers. Neukatworks are constructs that try to replicate haecision making
by considering various possibilities, weights aridsbs of instances and giving appropriate outpthey are used for

training models to perform future tasks without lamintervention.

Figure 1 shows a Convolutional Neural Network (CNi¥)a Deep Learning algorithm which can assign
measurable values to various aspects of the inmageei form of weights and biases. CNN requires fssprocessing
when compared to other classifiers. In most methooisstant tweaking of the filters is required tec@mmodate different
instances, but in the case of a CNN, the modelleam to tweak the weights and biases by itselthWhough training,
the CNN have the ability to understand the featarescharacteristics of the model.

Convolutional Neural Networks
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Figure 1: Example of Convolutional Neural Network Erom [25]).

Generative Adversarial Neural Networks

Generative Adversarial Networks (GANSs) are alganith architectures that use two neural networks fwhdompete

against each other in order to generate instantegata that can be considered as real data. Theréwa main

components: Generator and Discriminator. The gémera trained to produce outputs that can decaiveadversarially
trained discriminator into believing that a genedaitmage is a real one. The discriminator is ticitwedistinguish between
a real image and an image produced by the genefatahey both get better at doing their tasks,I¢vel of images that
get produced and pass the discriminator, are uesgdo reality.
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Conditional Generative Adversarial Network (cGAN) a type of GAN in which certain conditions are

predetermined. The network considers an additipaeameter while performing various operations i\BIS.
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Figure 2: GAN Vs CGAN (From [29]).

Related Work

In [1] the authors have used Convolutional Neurefvibrks (CNN). The deep network uses a fusion |tyatr collaborates
information from local features (or small patchasyl global priors (or larger sections of the imatgpegolorize images.
The model exploits semantic labels of the existliagaset to learn more discriminative global featuiiéhe network is
formed by several sub components using Directeccecysraphs. Four main components of the model bosv level

features network, mid level features network, Gldbatures network, and colorization network. Thepaoit of the model
is the chrominance of the image fused with its hemice. The model convolutionalizes the image in pacallel sub

systems. One, divides the image in to small patehesderives features from the parts, and the oémalyzes the image
as a whole and derive information about parts efithage that usually cover larger portions of thade (Eg: sky, sea,
grass, trees, et cetera). Features from these avallgl operations are combined in the fusion lead the intermediate
output is scaled up and generated color values@dded to it. The information is combined with thégimal black and

white image and the final output is produced.

In [2] the authors have used Conditional Generafideersarial Network (cGAN). Both the component&nérator
and Discriminator- use modules of the from conwoiuBatch Norm-ReLu. The model chooses featurescbaa convolution
and the generator and discriminator get traineslaty stage. The model also provides the genendtiorpaths to circumvent
bottleneck layers in passing of the informatione Tiput and the output data have similar strucima thus the low level data
will be easier to handle if it makes its way frdme tlown-sampling side to the up-sampling side ®htwork with a skip. The
generator comes up with color values for parth@fiinage and the delivers an output image forigwgichinator to validate. The
discriminator checks the image for believabilitydagither allows it to pass or rejects it. Gradyahe generator and the
discriminator become better at their jobs. A pessgagenerator tries to convince a fastidious tlinator. The images that are

validated by the discriminator are given as theuiLby the model.

[3] The paper focuses on producing a plausible woktheme for the input image based on its learaimg)
providing vibrant results by re- balancing. Thegdict a distribution of possible colours for eadkep to get the best
possible approximations. They use Convolutional ideNetworks, CIE L*a*b* colour space and an ofetkhelf VBB
network. They focus on the design of the objecfivection, and a technique for inferring point esttes of colour from

the predicted colour distribution, which is the aaled-mean of the distribution. They also re-wetdlkt loss, at training
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time, to emphasize rare colours to exploit the dilersity of the large-scale data on which itrared. Another notable

feature of the method is that they use a colopmatiuring Test in training of the model.

[7] In this paper, they propose a novel colorizatinodel which combines two Convolutional Neural Watks
and uses multi-scale convolution kernels to getebefpatial consistency. A multi-scale convoluti@rnels and combines
low and middle features extracting from VGG-16. Erments prove that this model is able to perfomatty good
colorization on images from Chinese black and whiites without any user interventions. In orderatbdress the problem
that the current training datasets for colorizatam not applicable to historical old photographs,image dataset is

established by extracting frames from Chinese adibus of the last century.

[8] In this article, they have described a methodd more general form of colour correction thatrbas one
image’s colour characteristics from another denratest that a colour space with decor related axesuseful tool for
manipulating colour images. Imposing mean and stahdleviation onto the data points is a simple af@n, which
produces believable output images given suitabpgitiimages. They manipulated RGB images, which cdten of
unknown phosphor chromaticity. Applications of thierk range from subtle post-processing on imagemprove their
appearance to more dramatic alterations, such mgeding a daylight image into a night scene. We gse the range of

colours measured in photographs to restrict theuwaelection to ones that are likely to occuraitune.

[9] In the paper, they train the model to predietr-pixel color histograms. This intermediate outptused
automatically to generate a colour image or furthanipulate prior to image formation. In this, aygrcale image is processed
through a deep convolutional architecture (VGG)epeonvolutional neural networks (CNNs) can sesstoals to incorporate
semantic parsing and localization into a color@atystem. A deep neural architecture that is giradls of objects is used for
training the neural networks. Informative featuiles patch feature, DAISY, and a semantic featuesobtained and are fed into
the neural network. And they have also comparei tesults and described the limitations of cologza grayscale image,
trained end-to-end to incorporate semantically nmggul features of varying complexity into colorizm. It uses color
histogram prediction framework that handles ung#taand ambiguities inherent in colorization whipeeventing jarring
artefacts. Here, they propose fully automatic dodorthat produces strong results, improving up@vipusly leading methods
by large margins on all datasets tested. Theymtgoose a new large-scale benchmark for autonratigé colorization, and

establish a strong baseline with the method tditétei future comparisons.
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Figure 3: System Architecture (From [1]).
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Let there be Color!

The authors have used Convolutional Neural NetW@MXN) to design the colorization model. The CNN mlodonsists
of- 6 Low level features network layers, 2 Mid-leteatures network layers, 4 Global level featuresvork layers, and 1

Colorization network layer.

The image is convulsed in to parts to study the liovel features and the global level features coectly. The
global features network is used to predict clabgli&afor parts of the image that cover more arehsae common across
nature with respect to shades and coloration. Tiegé features are then combined in the colorizatetork by the

fusion layer and scaled up to describe chrominggazameters and the mapped to the original blackvarte image to
obtain output.

Figure 4 shows the authors have used Conditionaérsairial Network (cGAN) to design the colorizatimodel.
The cGAN model consists of- Generator Discriminator

Figure 5 shows the Generator learns from the trgigiata set and tries to produce images that cesivdethe
Discriminator in to thinking of it as a true imagéhe Discriminator is trained to discern true imaf®m those produced
by the generator. As the components learn morg, geé better at their tasks. Since, the model ligiiently competitive,
the Generator starts developing highly indiscemdaltputs which make their way past the Discriningbuch outputs are

often difficult for the human eye to tell apartdathus a plausible coloured representation ofrtregee is given as output.

Table 1: Details of the CNN Deep Layers (from [1])

Type Kernel Stride Outputs
fusion - - 256
conv. 3x3 1x1 128
up sample - - 128
conv. 3x3 1x1 64
conv. 3x3 1x1 64
up sample - - 64
conv. 3x3 1x1 32
output 3x3 1x1 2
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Figure 4: Working of Generator and Discriminator in a
Generative Adversarial Network (From [3]).
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Figure 5: Block Diagram For Skipping Generator (From [3]).
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Figure 6: Block Diagram for Convolution-Batchnorm-Relu (From [3]).
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TOOLS AND LIBRARIES

Tensor Flow

It is an open-source end-to-end platform that adlexsers to develop projects in the domain of Mazharning. It houses
a flexible ecosystem of tools, a rich communityebasd a robust collection of library and supportiagources. Tensor

Flow offers necessary abstraction for beginnersterstand and empowers them to create machirmériganodels.
Keras

Itis a high level Application Programming Interéa@API) designed in python for operations on Netvetworks. It offers
pellucid and fluid prototyping and is compatiblethwiCentral Processing Unit as well as Graphicakc®ssing Unit. It
provides a user friendly experience that even e can develop sustainable systems. It offersufadty and

extensibility, and combines with Tensor Flow toyide easy modelling, training and testing.

APPLICATIONS

Legacy photos and films

Images and films generated before exist in blackwahite or shades of gray. The modern generatiagbtato know about
the history, but the demanding census also reqtheefootage to be in a form that they are familéh. Thus colorization
of images and films from the world wars or 1800sislemand. Manually coloring millions of such mastes will not be

an easy task without automated colorizers.
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Astronomical imaging

The best telescopes in the world, other than dptitescopes, produce images using special elactomtectors to detect
various rays emitted by different heavenly bodieshie cosmos. Optical telescopes are more expetsipeoduce and
maintain. Telescopes based on technologies likdoRadves, X-ray, Ultraviolet rays, Gamma rays, poel gray scale
images. Colorization of such valuable data can igeinsightful knowledge and help us discover fertsecrets of the

COSMos.
Medical Imaging

Medical imaging and radiology develop images inygcale. The medical sector is a place where eversthallest of
mistakes can have lethal repercussions. Even ttestiof advancements can reveal information thex save lives.
Colorization of such important scans based on stfdyorpses or other sources could possibly hedpstittor make new

discoveries and can lead to newer safer methodperftions.
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